
P (t) = (t+1)(
20t2 + 28t + 12

12
) =

1

12
(t+1)(20(t+1)

2−12(t+1)+4) =
1

12
(20(t+1)

3−12(t+1)
2
+4(t+1))

In the second problem we showed that

�

t≥0

(t + 1)
dzt

=
A(d, 1)z0 + ... + A(d, d)zd−1

(1− z)d+1
.

• For d = 1 then

�

t≥0

(t + 1)zt
=

1

(1− z)2

• For d = 2 then

�

t≥0

(t + 1)
2zt

=
1 + z

(1− z)3

• For d = 3 then

�

t≥0

(t + 1)
3zt

=
1 + 4z + z2

(1− z)4

Therefore

�

t≥0

P (t)zt
=

�

t≥0

[
1

12
(20(t+1)

3− 12(t+1)
2
+4(t+1))]zt

= (
5

3
)
1 + 4z + z2

(1− z)4
− 1 + z

(1− z)3
+(

1

3
)

1

(1− z)2

=
3z2 + 6z + 1

(1− z)4

So we get that
3z2+6z+1

(1−z)4 is the value of the Ehrhart series of the polytope.

Problem 6:

Let ei,fj be the standard unit vectors in Rm, Rn (resp.), vij = ei × fj, and ∆m−1 × ∆n−1 =

conv{vij : 1 ≤ i ≤ m, 1 ≤ j ≤ n}.

Let Γ := { staircase from (1, 1) to (m, n)}, so Γ has
�

m+n−2
m−1

�
. For each S ∈ Γ, define

PS := conv{vij : (i, j) ∈ S}. Lets prove that {PS : S ∈ Γ} is a triangulation of ∆m−1 ×∆n−1:

i)Lets prove that PS is a simplex for all S ∈ Γ:

To prove this is sufficient to show that the m + n− 1 vertices of PS are affinely independent (i.e

they doesn’t lie in a m+n−3-dimensional affine space). Name the vertices of PS, w1, w2, ..., wm+n−1,

according to the order the appear in the staircase, so w1 = v11 and wm+n−1 = vmn. Suppouse we

have λ1w1 + λ2w2 + ... + λm+n−1wm+n−1 = 0 for some λ’s such that λ1 + λ2 + ... + λm+n−1 = 1. Let

k be the greatest index such that λk �= 0, then we can write λ1w1 +λ2w2 + ...+λk−1wk−1 = −λkwk.

If we write w1 = va1b1 , w2 = va2b2 , ..., wk = vakbk
,and remembering that the points w1, w2, ..., wk

are ordered according a staircase, we can conclude that one of the following conditions must hold:

ak > ai for all i < k, or bk > bi for all i < k. WLOG assume ak > ai for all i < k. Then the ak-th

component of the vector wk = vakbk
is 1, while the ak-th component of the vectors wi = vaibi is 0

for all i < k.Therefore we cannot have the equality λ1w1 + λ2w2 + ... + λk−1wk−1 = −λkwk, where

λk �= 0. This implies that λ1w1 + λ2w2 + ... + λm+n−1wm+n−1 = 0 only holds when λi = 0 for all i,
so w1, w2, ..., wm+n−1 are affinely independent.
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ii) Lets prove that ∪{S∈Γ}PS = ∆m−1 ×∆n−1:

For any x ∈ ∆m−1×∆n−1 write x = (α1, α2, ...,αm, β1, β2, ..., βn). Since (α1, α2, ...,αm) ∈ ∆m−1, we

get that αi ≥ 0 for all i, and α1 + α2 + ... + αm = 1. Similarly, since (β1, β2, ..., βn) ∈ ∆n−1, we get

that βj ≥ 0 for all j, and β1 + β2 + ... + βn = 1.

Define A1 = α1, A2 = α1 + α2, A3 = α1 + α2 + α3, ..., Am = α1 + α2 + α3 + ... + αm = 1, and

B1 = β1, B2 = β1 + β2, B3 = β1 + β2 + β3, ..., Bn = β1 + β2 + β3 + ... + βn = 1. Observe that

0 ≤ A1 ≤ A2 ≤ ... ≤ Am = 1 and 0 ≤ B1 ≤ B2 ≤ ... ≤ Bn = 1. We can ”mix” the previous se-

quences in a single ordered chain of lenght m+n, for instance if A1 = 0, A2 = 0.6, A3 = 0.8, A4 = 1,

B1 = 0.3, B2 = 0.5, B3 = 1, we get A1 ≤ B1 ≤ B2 ≤ A2 ≤ A3 ≤ B3 ≤ A4. Since 0 ≤ A1 ≤ A2 ≤
... ≤ Am = 1 and 0 ≤ B1 ≤ B2 ≤ ... ≤ Bm = 1, there are exactly

�
m+n−2

m−1

�
classes of chains (I

mean, chains with the identical order of Ai’s and Bi’s, up two the order of Am = Bn = 1 in the

last two places of the chain), that are obtained by selecting the m− 1 positions of A1, A2, ..., Am−1

in the first m + n− 2 places of the chain. For instance A1 ≤ B1 ≤ B2 ≤ A2 ≤ A3 ≤ B3 ≤ A4 and

A1 ≤ B1 ≤ A2 ≤ B2 ≤ A3 ≤ B3 ≤ A4 are diferent classes of chains, but A1 ≤ B1 ≤ B2 ≤ A2 ≤
A3 ≤ B3 ≤ A4 and A1 ≤ B1 ≤ B2 ≤ A2 ≤ A3 ≤ A4 ≤ B3 are the same class.

Therefore the amount of classes of chains is equal to the number of staicases in Γ. Let see the

relation. For a given chain construct a staircase as follows:

0) Start at (1, 1).

1) If the first element of the chain is A1 move to the east, if it is B1 move to the north.

2) If the k-th element of the chain is of the form A move to the east, if it is of the form B move to

the north.

Fix x ∈ ∆m−1 ×∆n−1, let Cx be a chain related to x, and let Sx be the staircaes induced by Cx

using the previous construction. I claim that x ∈ PSx :

Write the chain Cx associated to x in the form C1 ≤ C2 ≤ ... ≤ Cm+n (for instance if

Cx is the chain A1 ≤ B1 ≤ B2 ≤ A2 ≤ A3 ≤ B3 ≤ A4, then we have C1 = A1, C2 =

A2, C3 = B2, ..., C7 = A4). Name the vertices of PSx , w1, w2, ..., wm+n−1, according to the or-

der the appear in the staircase, so w1 = v11 and wm+n−1 = vmn. Now, we can check that
x = C1w1 + (C2 − C1)w2 + ... + (Cm+n−1 − Cm+n−2)wm+n−1. This show that x ∈ PSx since

C1w1 +(C2−C1)w2 + ...+(Cm+n−1−Cm+n−2)wm+n−1 is a convex combination of the vertices of PSx .

For example suppouse x = (α1, α2, α3, α4, β1, β2, β3) = (0, 0.6, 0.2, 0.2, 0.3, 0.2, 0.5) so A1 =

0, A2 = 0.6, A3 = 0.8, A4 = 1, and B1 = 0.3, B2 = 0.5, B3 = 1. Then we can take Cx, the chain

associated to x, as A1 ≤ B1 ≤ B2 ≤ A2 ≤ A3 ≤ B3 ≤ A4. Using the construction of the staircase

from the chain Cx,we get the following order of movements: east,north,north,east,east. This pro-

duces the vertices v1,1, v2,1, v2,2, v2,3, v3,3, v4,3. Writting the chain Cx in the form C1 ≤ C2 ≤ ... ≤ C7,

observe that C1v1,1 + (C2 − C1)v2,1 + ... + (C6 − C5)v4,3 =

0(1000100) + 0.3(0100100) + 0.2(0100010) + 0.1(0100001) + 0.2(0010001) + 0.2(0001001) =

(0, 0.6, 0.2, 0.2, 0.3, 0.2, 0.5) = x
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iii) Lets prove that PS1 ∩PS2 is a face of both of them. Let {v1, v2, ..., vk} = V (PS1)∩ V (PS2),

I claim that PS1 ∩ PS2 = conv{v1, v2, ..., vk}. To prove this I will argue by contradiction. Suppouse

there exists q ∈ (PS1 ∩ PS2) \ conv{v1, v2, ..., vk}. Then, there exists wh ∈ V (PS1) \ V (PS2) which is

component of q, i.e,if we write q as a convex combination of the vertices of PS1 , then the coefficient

of wh, say λh is greater than 0 (since PS1 is a simplex, the point q can be written in a unique way

as convex combination of the vertices of PS1). Let wh = vij. Since wh /∈ V (PS2), there exists ĵ < j
such that vi,ĵ and vi+1,ĵ belong to V (PS2) (Case 1 ), or there exist î < i such that vî,j and vî,j+1

belong to V (PS2)(Case 2 ) . These two cases are presented below:

a) Case 1: When we write q as a point in PS1 the condition λh > 0 (which is the coefficient of

wh = vij) implies Ai > Bj−1. On the other hand, when we write q as a point in PS2 , the existence

of vi,ĵ and vi+1,ĵ in V (PS2), with ĵ < j, implies Ai ≤ Bĵ ≤ Bj−1. The conditions Ai > Bj−1

and Ai ≤ Bj−1 lead us to a contradiction. Therefore (PS1 ∩ PS2) \ conv{v1, v2, ..., vk} = ∅, so

PS1 ∩ PS2 = conv{v1, v2, ..., vk}. Since PS1 and PS2 are simplexes, then conv{v1, v2, ..., vk} is a face

of both of them.

b)Case 2: This case is analogous to the previous one. It leads to the contradiction ,Bj > Ai−1

and Bj ≤ Ai−1.

7) Para desarrollar el proyecto voy a trabajar con Fabian Latorre. Estamos interesados en tra-

bajar en algun topico de Optimizacion Combinatorica. En especial, nos llama la atencion trabajar

en problemas relacionados a optimizacion de matchings y flujos sobre grafos (tal como el problema

de las parejas de hombres y mujeres que se trato en la tarea anterior), y nuestro objetivo seria com-

prender (o modelar) este tipo de problemas desde el punto de vista de politopos. El libro que hemos

mirado es Combinatorial Optimization de William J. Cook,Cunningham,Pulleyblank, y Schrijver

(es un libro delgado que le mostre cuando vino a Bogota, y que es de introduccion en temas de
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