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Now, are the linearly independent? First, since F is a field, we have a 1 �= 0, so we can
start with 1. Next, x �= q · 1 (in A) for any q ∈ F because then our ideal I would have to
have the element x − q (in T (V )), which our list of 2-tensors cannot generate, so {1, x}
is linearly independent. Similarly, g �= q + px for any p, q ∈ F, because g − q − px (which
has a 1-tensor with no coefficient also) would have to be in I. The same line of reasoning
works for gx, as for some a, b, c ∈ F, we would need g⊗x−a− bg− cx ∈ I. Since we have
at maximum a 2-tensor, we cannot multiply our generators to try to get this; we can only
use linear combinations of them, so in essence we are looking for x, y, z ∈ F, such that

g ⊗ x = a (g ⊗ g) + b (x⊗ x) + c (x⊗ g + g ⊗ x)

(equating only the 2-tensors). The pure tensors g ⊗ x, x ⊗ g, g ⊗ g, x ⊗ x are a basis,
though, so this could only be true if c = 1 = 0, which is not true for our base field.

(b) We have

(a+ bg + cx+ dgx) (a� + b�g + c�x+ d�gx)

= aa� + ba�g + ca�x+ da�gx

+ab�g + bb�gg + cb�gx+ db�ggx

+ac�x+ bc�xg + cc�xx+ dc�xgx

+ad�gx+ bd�gxg + cd�gxx+ dd�gxgx

= aa� + ba�g + ca�x+ da�gx

+ab�g + bb� + cb�gx+ db�x

+ac�x− bc�gx+ 0 + 0

+ad�gx− bd�x+ 0 + 0

= (aa� + bb�) + (ba�ab�) g + (ca� + db� + ac� − db�)x

+(da� + cb� − bc� + ad�) gx

(5) Problem 5
(a) Since V is finite dimensional, dimV ⊗k = (dimV )k = dk (by Problem 1), so that

Hilb (T (V ) ; q) =
∞�

k=0

dim
�
V ⊗k

�
qk =

∞�

k=0

dkqk

(b) Let A = �u⊗ v − v ⊗ u : u, v ∈ V � be a homogenous ideal in T (V ), and let Ak = A∩V ⊗k

. For every k ≥ 2, Ak is all finite sums of k-tensors that look like this:

a1 ⊗ · · ·⊗ (an ⊗ an+1 − an+1 ⊗ an)⊗ · · ·⊗ ak

= (a1 ⊗ · · ·⊗ an ⊗ an+1 ⊗ · · ·⊗ ak)− (a1 ⊗ · · ·⊗ an+1 ⊗ an ⊗ · · ·⊗ ak) .

The quotient V ⊗k/Ak then has the property so that if you switch any two adjacent factors
in a k-tensor, you have the same k-tensor. And since we can do this switching as many
times as we need, all k! permutations of the k factors in each k-tensors are equivalent.
This makes the ⊗ operator symmetric, as suggested by the name “symmetric algebra”
To get the Hilbert Series, note that T (V ) /A =

��∞
k=1 V

⊗k
�
/ (

�∞
k=1 Ak) ∼=

�∞
k=1

�
V ⊗k/Ak

�
,

which is possible since A is homogenous in T (V ) (and A =
�

Ak), so we see that we need
to find dimV ⊗k/Ak. Let {v1, . . . , vd} be a basis for V assuming that d ∈ N is non-zero
(otherwise this problem is trivial), so that

{vi1 ⊗ vi2 ⊗ · · ·⊗ vik : i1, . . . , ik ∈ {1, . . . , d}}
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is a basis for V ⊗k. To get a basis for V ⊗k/Ak we ignore the order of the factors and only
consider how many v1’s, how many v2’s, etc. are in each k-tuple. The basis in this case is




v1 ⊗ · · ·� �� �
n1times

⊗ · · ·⊗ vd ⊗ · · ·� �� �
ndtimes

: 0 ≤ ni ≤ k, n1 + · · ·+ nd = k






and counting this set is the same as counting the number of ways to draw d − 1 vertical
lines between k dots arranged horizontally to separate it into d different groups. For
example, here we have k = 11 dots and 6 lines (d = 7):

| | • •����
v3

| • • • •� �� �
v4

| | • • •� �� �
v6

| • •����
v7

.

The corresponding basis element would be

v3 ⊗ v3 ⊗ v4 ⊗ v4 ⊗ v4 ⊗ v4 ⊗ v6 ⊗ v6 ⊗ v6 ⊗ v7 ⊗ v7

In turn this line-dot scheme is the same as counting the number of ways to choose d− 1
objects from d+ k − 1 objects. Thus,

Hilb (S (V ) ; q) =
∞�

k=0

dim
�
V ⊗k/Ak

�
qk =

∞�

k=0

�
d+ k − 1

d− 1

�
qk

In the special cases where k = 0, 1 this formula still holds because A0 = A1 = {0}, so
dimV ⊗0/A0 = dimF/ {0} = dimF = 1 =

�d+0−1
d−1

�
and dimV ⊗1/A1 = dimV = d =� d

d−1

�
.

(c) Let B = �v ⊗ v� be and ideal so that ∧ (V ) = T (V ) /B, and let Bk = B ∩ V ⊗k. The
reasoning here will be in many ways identical to that in part (b) of this problem. We need
to find dimV ⊗k/Bk, so we first claim that Bk is the set of all finite sums of the elements
in

(0.1) {m1 ⊗ · · ·⊗mk : ∃i �= j, mi = mj} .

First, since B is generated by v ⊗ v and thus Bk has pure k-tensors where two adjacent
factors are equal, then we know that the set given in 0.1 above is big enough. To show
inclusion in the other direction, first note that for v, v� ∈ V

(v ⊗ v�)− (v� ⊗ v) = (v� + v)⊗ (v� + v)− (v� ⊗ v�)− (v ⊗ v) = 0

so that ⊗ is anti-symmetric. Thus, if a k-tensor has any two factors that are equal,
through a series of switching adjacent factors and sign-changes, we can move those two
factors so they are side-by-side, so the k-tensor is in Bk, showing that this set 0.1 is just
the right size.
So, to find a basis for V ⊗k/Bk we just need to make sure that no two factors of a k-tensor
are equal, when k ≥ 2. That is if {v1, . . . , vd} is a basis for V , a basis for V ⊗k/Bk is

{vn1 ⊗ · · ·⊗ vnk : 1 ≤ n1 < n2 < · · · < nk ≤ d} .

The number of ways to do this is the same as the number of ways to choose k objects
from d objects, or

�d
k

�
. So we have

Hilb (∧ (V ) ; q) =
∞�

k=0

dim
�
V ⊗k/Bk

�
qk =

∞�

k=1

�
d

k

�
qk

and again this works for the special cases k = 0, 1, for which V ⊗0/B0 = F and V ⊗1/B0 =
V , respectively.


