
In[10]:= !! Combinatorica`
a " Subscript!x, 2"
b " Subscript!y, 3"
c " Subscript!x, 1"
d " Subscript!x, 3"
e " Subscript!y, 1"
f " Subscript!y, 2"
GraphPlot3D!#a # e, a # d, a # c, a # b, e # d, c # d, b # c, b # e, f # b, f # c, f # d, f # e$,
VertexLabeling # True"
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and Dehn-Somerville Relations states that if a simplicial complex is the boundary of a
polytope, then its h-vector is symmetric.

3c Compute the (coarse) Hilbert series of R/I.

By Macaulay’s Thm

H(R/I!; x) =
h!(x)

(1− x)3 =
1 + 3x + 3x2 + x3

(1− x)3

4 If !1 and !2 are simplicial complexes on disjoint sets E1 and E2, we define the join
!1 ∗ !2 to be the simplicial complex on E1 ∪ E2 whose faces are the sets A1 ∪ A2 with
A1 ∈!1 and A2 ∈!2. Compute the h-vector of !1 ∗ !2 in terms of the h-vectors of !1
and !2.

Let !1 and !2 be simplicial complexes on disjoint sets E1 and E2 with f -vectors (a−1, a0, . . . , an−1)
and (b−1, b0, . . . , bm−1) respectively.

CLAIM: f!1∗!2(x) = f!1(x) · f!2(x)

Since f!1(x) · f!2(x) = ∑n
j=0 aj−1xj · ∑m

k=0 bk−1xk = ∑n+m
j=0 (∑j

k=0 ak−1bj−k−1)xj (by the def-
inition of multiplication of polynomials), to prove the above claim, we need to show that
the number of i-faces of !1 ∗ !2 is equal to ∑i+1

k=0 ak−1bi−k.

Let −1 ≤ i ≤ n + m − 1†. Since E1 and E2 are disjoint, for all A1 ∈!1 and A2 ∈!2,
|A1 ∪ A2| = |A1| + |A2|. So every i-face of !1 ∗ !2 is of the form A1 ∪ A2 such that
A1 ∈!1, A2 ∈!2, and |A1| + |A2| = i + 1. This means that if A1 ∪ A2 is an i-face of
!1 ∗ !2, then |A1| = k iff |A2| = i + 1− k. Furthermore, since there are ak−1 elements of
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!1 with cardinality k and bi−k elements of !2 with cardinality i + 1− k (this is the defini-
tion of the f -vectors), then the number of ways to choose an element, A1, from !1, and an
element, A2, from !2, such that |A1| + |A2| = i + 1 is preceisely ∑i+1

k=0 ak−1bi−k. Therefore,
f!1∗!2(x) = f!1(x) · f!2(x).

Now let us use this identity to compute h!1∗!2(x).

h!1∗!2(x) = (1− x)n+m f!1∗!2(
x

1− x
)

= (1− x)n(1− x)m f!1(
x

1− x
) · f!2(

x
1− x

)

= (1− x)n f!1(
x

1− x
) · (1− x)m f!2(

x
1− x

)

= h!1(x) · h!2(x)

So if the h vectors for !1 and !2 are (c−1, c0, . . . cn−1) and (d−1, d0, . . . dm−1), respectively,
then the h vector of !1 ∗ !2 is (h−1, h0, . . . hn+m−1) where hi = ∑i+1

k=0 ck−1di−k.

† Note that the dimension of !1 ∗ !2 is n + m − 1. Remember that for all A1 ∈!1 and
A2 ∈!2, |A1 ∪ A2| = |A1| + |A2| and the maximum value for |A1| for any A1 ∈!1 is
n, while the maximum value for |A2| for any A2 ∈!2 is m. So the maximum value of
|A1 ∪ A2| given A1 ∈!1 and A2 ∈!2 is n + m. Therefore the dimension of !1 ∗ !2 is
n + m− 1.

6 Suppose a is not a zero divisor in a commutative ring R and M is an R-module. Prove
that:

Tor1(R/ < a >, M) ∼= {m ∈ M|am = 0}

Proof. Suppose a is not a zero divisor in a commutative ring R and M is an R-module.
To find Tor1(R/ < a >, M), first we need to find a free resolution of R/ < a >:

F0 : 0 −→ R −→ R −→ R/ < a > −→ 0
δ′1 : r )→ ar δ′0 : r )→ r+ < a >

Since δ′1 is injective and δ′0 is surjective, F0 is a free resolution of R/ < a >.

Now:
F0 ⊗ M : 0 −→ R⊗ M −→ R⊗ M −→ R/ < a > ⊗M −→ 0

δ1 : r⊗m )→ ar⊗m δ0 : r⊗m )→ r+ < a > ⊗m
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