
4. Let v1, . . . , vn form a basis for Rn. Define the weight order ≤ on the monomials
of F[x1, . . . , xn] by setting m1 > m2 if and only if for some t ≤ n, we have

vi · multideg(m1) = vi · multideg(m2) for 1 ≤ i ≤ t− 1, and

vt · multideg(m1) > vt · multideg(m2)

where · denotes the dot product.

1. If vi = (0, . . . , 0, 1, 0, . . . , 0) (with a 1 in the ith coordinate) for 1 ≤ i ≤ n, show that
the weight order is the lexicographic order with x1 > . . . > xn.

2. If v1 = (1, . . . , 1) and vi = (1, . . . , 1,−n + i − 1, 0, . . . , 0) (with −n + i + 1 in the
(n − i + 2)nd coordinate) for 2 ≤ i ≤ n, show that the resulting order is the grevlex
order with x1 > . . . > xn.

3. Describe the n-tuples of vectors v1, . . . , vn such that the weight order is a monomial
ordering.

4. Show that any monomial ordering on F[x1, . . . , xn] may be obtained as a weight order,
using an appropriate choice of vectors.

(With discussion with Ralf and Thomas)
4.1. Let a = xα1

1 xα2
2 . . . xαn

n , let b = xβ1
1 xβ2

2 . . . xβn
n , and let a < b in the weight order using

the above vectors. Since the dot product of the vis with a and b extracts the ith component
of the vector, and since the ith components of a and b are αi and βi, respectively, then we
know that if a > b, there exists some t such that αi = βi for all i < t and αt > βt. However,
this is the same criteria used in the lexicographic order with x1 > x2 > . . . > xn, and so
these orderings are equivalent.

4.2. Let a = xα1
1 . . . xβ1

n , and let b = xβ1
1 . . . xβn

n . Assume a < b in the weight order using the
above vectors. If deg a < deg b. If v1 ·multideg(a) < v1 ·multideg(b), or

∑n
k=1 αk <

∑n
k=1 βk,

then deg a < deg b. So far, this weight order coincides with the grevlex order: importance
is first given to the degree of the polynomial.

If v2 ·multideg(a) < v2 ·multideg(b), then
∑n−1

k=1 αk +αn(−n+1) <
∑n−1

k=1 βk +β+n(−n+1).
Here, βn must be less αn, and so

∑n−1
k=1 αk <

∑n−1
k=1 βk. Again, thus far, this weight order

coincides with the grevlex order–the monomial with the larger degree on the last variable is
weighted to be the smaller variable.
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Assume inductively now that there exists some i such that for all j > i, vj · multideg(a) =
vj · multideg(b), implying (inductively) that αj = βj for j > i. If

∑n−1+i
k=1 αk + αn−i+2(−n +

i − 1) <
∑n−1

k=1 βk + β+n(−n + i − 1)i, then we have that αn−i+2 > βn−i+2. Therefore, we
have all our conditions for the grevlex order in this weight order: if deg a < deg b, a < b.
Otherwise, examine the degree of each variable starting with xn. If a < b, then there exists
an i such that αj = βj for all j > i and αi > βi.

4.3. I’ve asked several people on this question, and I’m not sure how this is asking anything
drastically different from part 4. I want these vectors to generate a least element and to
have a total order. To do this, the vectors mustrespect the order of the monomial ordering
and respect multiplication by a monomial.

4.4. Let G be a monomial ordering in F[x1, . . . , xn]. We would like to construct a monomial
ordering for this field. Note first that to account for each variable, we need an n−dimensional
vector. We would like to determine the number of vectors required. Assume then, that we
can create our weight order with n−1 vectors. Therefore, examining the lexicographic order,
either at least one vector is redundant, or the ordering can be completed with a different
system of n − 1 vectors. We need a way to give priority to the first slot above all others.
Therefore, v1 must have a positive integer in the first coordinate and a 0 in each other
coordinate. All vi must work similarly, (positive integer in the ith coordinate, 0 in each
other) for i ≤ n. Therefore, to guarantee the weight order for a monomial ordering holds,
we need at least n vectors.

To develop a weight order, create a vector v1 in R[x1, . . . , xn] such that this for any two
vectors α and β, either v1 · α > v1 · β or v1 · α = v1 · β. If a tie occurs, create a second vector
v2 such that v1 · α > v1 · β or v1 · α = v1 · β. In the case of a second tie, continue this. Since
our monomial orderings give an order to the variables, this process will end since n is finite.
Therefore, there should be no need for more than n vectors.

By above, the vectors must also be linearly independent–if they were not, a minimal set
could be constructed from n − 1 vectors, a contradiction. In the two examples above, our
vectors were also orthoganal. I don’t know if this is necessary, however.

Our vector system is guaranteed to create a total ordering; we need only make sure that it
matches with that of the monomial ordering. Let γ1 be the least element of our monomial
order. We would like to develop a vector system such that for all α and , either vi ·α > vi ·γ1,
or vi · α = vi · γ1 and vi+1 · α ≥ vi+1 · γ1. If the latter occurs, increment i by 1 and check
again, up to i = n, where the former should occur.

Given a particular ordering, it seems there should be an algorithm to do this, and I believe
there should be a general algorithm. However, I was unable to find one.
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